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PNAS (2000)

N (E) ~ E
-2/3

P(E) ~ E         = E
-2/3 -1 -1.66
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Scale invariance in Nature         vs.       Critic al phenomena

Temporal domain
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Log (size of the events)

Lo
g 

(P
D

F
)

b 

?

2 - The events distribute
spatially forming fractals.

1 - Events reaching the size
of the system. Interpreted as a 
divergence of the correlation 
length.

At the critical point of 
a phase transition:

1 - The correlation length diverges.

2 - The system displays 
a fractal structure.

However,

Critical phenomena need a 

tuning!

!
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Does it really work ?  (SOC in real systems ?)

Lab. 
experiments:

sandpiles

Quasi-periodic very large avalanches (big piles of sand)

Jaeger et al (1989),  Held et al (1990),  Rosendahl et al (1993)

Models: Earthquakes (b=-2), Solar flares (b=-1.8), Superconducting vortices (b=-1.6) 

Evolution (b=-1.3), Stock markets (b=-1.8) …

Power-law distributed avalanches (very disordered piles)
Frette et al (1996),  Altshuler et al (2001)

(b=-2) (b=-1.6)

Motivation

Labeling a system as SOC:

► Catastrophic events and more frequent small events are a result of the same
dynamics.

► Intrinsic unpredictability as a heritage of critical systems.
!
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…the consensus of a recent meeting was that the Earth is in a state of self-organized 
criticality where any small earthquake has some probability of cascading into a large event. 

Geller et al, Science 275, 1616 (1997)

Thus, any precursor state of a large event is essentially identical to a precursor state of a 
small event. The earthquake does not "know how large it will become“.

Per Bak. in debates about Earthquake prediction, Nature (1999)

Unpredictability of SOC avalanches !
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Outline :

“Avalanche prediction in a self-organized pile of beads”

O. Ramos et al., Phys. Rev. Lett. (2009) 

“Criticality in earthquakes. Good or bad for prediction?”

O. Ramos, Tectonophysics. (accepted) 

3- Conclusions and open questions

1-

2-

IPG Strasbourg, Nov. 10, 2009



29 cm

60 cm

Grains:
4 mm-diameter steel 

beads.

Spacing between 
glasses:
4.5 mm.

Base: 60 cm long row of random spaced beads glued to the surface.

Camera: Canon D20: resolution: 20 pixels/bead diameter.

Statistics: 55000 dropping events.
Experiment

Experimental setup 
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2842228423

Experiment

28422

Number of beads that have moved between two consecu tive dropping events = 
Number of beads that don’t have any neighbor at a distance ≤ 1/7 diameter in 
the consecutive image. 

Avalanche size (28422) = 984

Defining avalance size 
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Avalanche time series

Avalanche size
distribution

Experiment

Avalanche distributions 



- Uncorrelated L events.

- Exponential decay of the
waiting times between L 
events.

- Signs of foreshocks and
aftershocks, but too weak
in order to work as
precursors of L events

s(t)=1    if size(avalanche)=L
s(t)=0    if size(avalanche)=S, M

Experiment

Analysis of the avalanche time series 
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Size = number of beads

Area of the pile

Profile perimeter

PDC= profile disorder
coefficient

Shape factor ζ

S

C

⋅
=

π
ζ

4

2

Circle ζ = 1

Regular hexagon ζ = 1.103

square ζ = 1.273

Voronoi  
cells

Experiment

Internal structure 
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correlation between structure & L avalanches 
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short-term prediction !

Alarms:
If ζ(t) > ζ(t-50)

Contidions Alarm ON Success
(L)     51 ± 3%           62 ± 4%

(XL)     51 ± 3%           64 ± 7%

considering aftershocks: (L)  50.0 ± 0.1%        65 ± 4%

Global
Analysis
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correlation between structure & avalanches 

Local
Analysis

disorder

avalanches
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Burridge - Knopoff
Cellular Automaton

-The Force is applied to every site at the same time .

-When a site reaches the threshold Its force goes to  zero and a 
fraction 4* α of it is redistributed equally between its nearest 
neighbors. 

O.F.C.
Phys. Rev. Lett. (1992)

A quantum of force is added in each 
step (speed = constant).

Force added ”ad hoc” to excite 
the site closest to the 
threshold (speed →0) . 
Infinitely accurate tuning.

Excitation

Thresholds distributed randomly 
following a Gaussian distribution with 
an standard deviation σ . When a 
block slips a new threshold is 
imposed.

Block thresholds have a single 
value. At t=0 random forces 
are imposed.

Source of 
randomness

OFC Ours

O. Ramos et al., Phys. Rev.Lett. (2006)
Simulations

Simulations in an earthquake model 
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α = 0.2 σ = 0.001
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Quasi-periodic behavior as “natural”
state in earthquakes?

Gap theory?

Simulations

Quasi-periodicity in the avalanches 
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However, real earthquakes are not qusi-periodic!

By adding disorder.

α = 0.2

σ = 0.001

σα = 0.005 (dissipation)

(friction thresholds)

Simulations
A more realistic situatuion 
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Classical critical phenomena 

x,y

x’,y’
d

1- Divergence of the correlation length ( ξ ):

Ising Model

t i

/2
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1- Divergence of the correlation length ( ξ ):

Classical critical phenomena 

2- Divergence of the correlation time ( ττττ ):

3- As the size of the system increases, the transition
between the two states becomes sharper, and it is 
infinitely sharp in an infinite system.

Critical slowing down

Some basics IPG Strasbourg, Nov. 10, 2009



Spatial autocorrelation function
& correlation length 

x,y

x’,y’
d
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x,y

x’,y’
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t i

d=L/4,  d=L/8

L=128

Simulations IPG Strasbourg, Nov. 10, 2009



Temporal corr (spatial autocorrelation function & L arge avalanches)

La(t)=1   if size(avalanche)=L
La(t)=0   if size(avalanche)=S, M
Cx(t)= C4(t), C8(t)

Large oscillations of 
Cx(t) around L events.

Criticality ?

Structure still shows
Quasi-periodicity.

Simulations IPG Strasbourg, Nov. 10, 2009



Spatial autocorrelation function
& correlation length ξ

max.

average

min.

ξ = 36 sites

ξ = 12 sites

ξ = 7 sites

- In average the system is not critical (the correlation length is small).  

In principle, prediction is possible
Simulations IPG Strasbourg, Nov. 10, 2009



Temporal correlation between structure & avalanches  

Simulations

Experiments

Energy accumulation Disorder accumulation

Simulations



Can be ”criticality” good for prediction? 

Critical slowing down

DiscussionsIPG Strasbourg, Nov. 10, 2009



Can be ”criticality” good for prediction? 

Critical slowing down ?

Discussions IPG Strasbourg, Nov. 10, 2009



Can be ”criticality” good for prediction? 

Simulations

Experiments

Disorder accumulation

Critical slowing down ?

In generalIPG Strasbourg, Nov. 10, 2009



Energy balance:

- Large b values are forbidden in dissipative slowly -driven systems !

“Many very small events 
and a few very large ones”. !

- For small b values the system is not critical

In general

Classifying catastrophic events in power-law distributed avalan ches 
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1 - Temporal autocorrelation
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2 - Temporal correlation 
between 

avalanches & structure

continuous function
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In general

Predicting catastrophic events in power-law distributed avalan ches 
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Conclusions:

- Power law distributed avalanches do not imply necessarily that the
correlation length diverge and the system is all the time in the verge of
a catastrophic event.

- If the correlation length (averaged over the entire experience) does 
not diverge, prediction is in principle possible. Prediction of power law 
distributed events has been reached experimentally.

-The increase of the disorder of the structure and others signs of critical 
slowing down seems to be related with the occurrence of large events.

- (trivial, but important) In general, the analysis of functions which evolve 
continuously with time bring more useful information than the functions of 
“spikes”. So, collecting and analyzing this kind of data can be relevant in 
order to achieve prediction.          
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Open questions:

Slow accumulation 
of energy 

DISORDER

Distribution of 
thresholds

dissipation

Power-law distributed 
avalanches

distribution?

scale-invariant?

In generalOpen questions IPG Strasbourg, Nov. 10, 2009



supercritical

subcritical

little inertia
little disorder
large friction

Energy Gap + Quasi-periodic large events

Held et al (1990),
Rosendahl et al (1993) 

add disorder Power-law dist. events
Frette et al (1994),
Altshuler et al (2001) 

dissipation, 
noise vs. stability exponent b

Ramos et al (to be pub.)

Open questions

Quasi-periodicity as an “ideal” state that is perturbed by instabilities

IPG Strasbourg, Nov. 10, 2009



Earthquake simulations

O. Ramos et al, PRL (2006)

Basic state: No interaction between blocks or identical 
initial conditions to all: Trivial periodic behavior

Non trivial quasi-periodic behavior proportional to 
the degree of dissipation as a “natural” state. 
(coexisting with a power-law distribution of events)

Interactions (dissipation) +
different friction thresholds (Gaussian)

Addition of disorder (Gaussian) to the
values of the dissipation

The quasi-periodicity is broken (the power-law 
distribution of events remains). More realistic situation

Open questions

Quasi-periodicity as an “ideal” state that is perturbed by instabilities

IPG Strasbourg, Nov. 10, 2009



Open questions:

Slow accumulation 
of energy 

DISORDER

Distribution of 
thresholds

dissipation

Power-law distributed 
avalanches

distribution?

scale-invariant?
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Merci beaucoup!

http://www.pmmh.espci.fr/~oramos
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Gutenberg – Richter law: Log [ N (x) ] ~ bM

where:

N (x): cumulative number of 
earthquakes. ( earthquakes with a 
magnitude larger than M)

M ~ Log E  : magnitude (damage)

b ~ -1

then

Log [ N (E) ] ~ - Log E

N (E) ~ E -1

P(x) : distribution of avalanches
N(x) :  cumulative number of avalanches
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